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#### Abstract

Given a bivariate function and a finite rectangular grid, we perform transfinite interpolation at all the points on the grid lines. By noting the uniqueness of interpolation by rank- $n$ functions, we prove that the result is identical to the output of Schneider's CA2D algorithm [15]. Furthermore, we use the tensor-product version of bivariate divided differences to derive a new error bound that establishes the same approximation order as the one observed for $n$-fold transfinite interpolation with blending functions [6].
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## 1. Introduction

Transfinite interpolation addresses the task of constructing a function matching given data at a non-denumerable (transfinite) number of points. It was introduced by Gordon and Hall [6], although the particular case of Coons interpolation was proposed before [2]. Applications include mesh generation, geometric modeling, and construction of finite elements accurately capturing boundary conditions. We refer to Sabin's survey [14] for an overview.

Transfinite interpolation has been an active research topic ever since. It was extended to domains that are not of tensor-product type [16]. Kuzmenko and Skorokhodov [12] recently studied transfinite interpolation of functions with bounded Laplacian. The Hermite-Lagrange transfinite interpolation by trigonometric blending functions was also investigated [3], and transfinite mean value interpolation was proposed by Dyken and Floater [4].

Low-rank functions - that is, sums of a low number of separable functions - appear in numerical tensor calculus when using sparse tensor formats for representing multivariate functions [7, 10]. Interpolation by low-rank functions is studied by Schneider [15], and an efficient algorithm for low-rank approximation with bivariate tensor-product splines is proposed [5]. In the context of isogeometric analysis [8], low-rank approximation is successfully applied to address the efficiency problem of matrix assembly [13]. This has motivated us to explore transfinite interpolation by bivariate functions of low rank [9].

The current paper analyzes transfinite interpolation on a finite tensor-product grid by lowrank functions, based on a closed formula in terms of determinants. We focus on uniqueness and error bounds.

[^0]
## 2. Preliminaries

Consider a bivariate function $\varphi$ and real values $s_{i} \in[\underline{s}, \bar{s}]$ and $t_{j} \in[\underline{t}, \bar{t}]$ with indices $i, j \in \mathbb{N}_{0}$ that define a tensor-product grid in the domain $\Delta=[\underline{s}, \bar{s}] \times[\underline{t}, \bar{t}] \subset \mathbb{R}^{2}$. We recall the (non-recursive) definition of the $(p, q)$-th divided difference with respect to the bivariate tensor-product grid [11], which is given by

$$
\begin{equation*}
\varphi\left[s_{0}, \ldots, s_{p}\right]\left[t_{0}, \ldots, t_{q}\right]=\sum_{i=0}^{p} \frac{1}{\prod_{\substack{k=0, \ldots, p \\
k \neq i}}\left(s_{i}-s_{k}\right)} \underbrace{=\varphi\left[s_{i}\right]\left[t_{0}, \ldots, t_{q}\right]}_{\substack{\ell=0 \\
\sum_{\begin{subarray}{c}{\ell=0, \ldots, q \\
\ell \neq j} }}^{q} \frac{\varphi\left(s_{i}, t_{j}\right)}{\left.\prod_{j}-t_{\ell}\right)}}\end{subarray}} \tag{1}
\end{equation*}
$$

under the assumption that $s_{i} \neq s_{j}$ and $t_{i} \neq t_{j}$ for $i \neq j$. Our first lemma shows how to express the determinant of a sampling matrix $\left(\varphi\left(s_{i}, t_{j}\right)\right)_{i, j=0, \ldots, m}$ with the help of divided differences.

## Lemma 1.

$$
\begin{equation*}
\operatorname{det}\left(\varphi\left(s_{i}, t_{j}\right)\right)_{i, j=0, \ldots, m}=\left(\prod_{0 \leq k<\ell \leq m}\left(s_{\ell}-s_{k}\right)\left(t_{\ell}-t_{k}\right)\right) \operatorname{det}\left(\varphi\left[s_{0}, \ldots, s_{i}\right]\left[t_{0}, \ldots, t_{j}\right]\right)_{i, j=0, \ldots, m} \tag{2}
\end{equation*}
$$

Proof. We use Eq. (1) and perform elementary row and column operations (i.e., adding suitable multiples of rows or columns to other ones) for the matrices to confirm the two identities

$$
\begin{aligned}
& \operatorname{det}\left(\varphi\left[s_{i}\right]\left[t_{0}, \ldots, t_{q}\right]\right)_{i, q=0, \ldots, m}=\operatorname{det}\left(\frac{\varphi\left(s_{i}, t_{q}\right)}{q-1}\right)_{i, q=0, \ldots, m} \text { and } \\
& \prod_{k=0}\left(t_{q}-t_{k}\right) \\
& \operatorname{det}\left(\varphi\left[s_{0}, \ldots, s_{p}\right]\left[t_{0}, \ldots, t_{q}\right]\right)_{p, q=0, \ldots, m}=\operatorname{det}\left(\frac{\varphi\left[s_{p}\right]\left[t_{0}, \ldots, t_{q}\right]}{p-1}\right)_{p, q=0, \ldots, m} \prod_{k=0}\left(s_{p}-s_{k}\right)
\end{aligned}
$$

These combined prove (2), by using the multilinearity of the determinant, and noting that

$$
\prod_{0 \leq k<\ell \leq m}\left(s_{\ell}-s_{k}\right)\left(t_{\ell}-t_{k}\right)=\prod_{q=0}^{m} \prod_{k=0}^{q-1}\left(t_{q}-t_{k}\right) \prod_{p=0}^{m} \prod_{k=0}^{p-1}\left(s_{p}-s_{k}\right)
$$

In the following, we use the abbreviation

$$
\varphi^{(k, \ell)}(x, y)=\frac{\partial^{k}}{\partial x^{k}} \frac{\partial^{\ell}}{\partial y^{\ell}} \varphi(x, y)
$$

Furthermore, for an open set $U \subseteq \mathbb{R}^{2}$ we will use the symbol $\mathcal{C}^{n, n}(\bar{U})$ to denote the class of functions $\varphi$ such that all derivatives $\varphi^{(k, \ell)}, k, \ell=0, \ldots, n$ are continuous in $U$ and can be continuously extended to $\bar{U}$. We consider a bivariate function $\varphi \in \mathcal{C}^{n, n}(\Delta)$ and recall the bivariate analogue of the mean value theorem for divided differences:

Lemma 2 ([11], Section 11.17). For any two $k, \ell \in \mathbb{N}_{0}$ there exists $(\widehat{s}, \widehat{t}) \in \Delta$ such that

$$
\varphi\left[s_{0}, \ldots, s_{k}\right]\left[t_{0}, \ldots, t_{\ell}\right]=\frac{\varphi^{(k, \ell)}(\widehat{s}, \widehat{t})}{k!\ell!}
$$

From the two previous lemmas, we obtain the following result:
Lemma 3. There exist $\left(\widehat{s}_{i j}, \widehat{t}_{i j}\right) \in \Delta, i, j=0, \ldots, n$, such that

$$
\operatorname{det}\left(\varphi\left(s_{i}, t_{j}\right)\right)_{i, j=0, \ldots, n}=\frac{\prod_{0 \leq k<\ell \leq n}\left(s_{\ell}-s_{k}\right)\left(t_{\ell}-t_{k}\right)}{(1!\cdots n!)^{2}} \operatorname{det}\left(\varphi^{(i, j)}\left(\widehat{s}_{i j}, \widehat{t}_{i j}\right)\right)_{i, j=0, \ldots, n}
$$

## 3. Interpolation by rank-n functions

From now on we assume that mutually different real values $x_{i} \in[\underline{x}, \bar{x}]=\Omega_{x}$ and $y_{j} \in$ $[\underline{y}, \bar{y}]=\Omega_{y}$ with indices $i, j \in \mathbb{N}$ are given, and we call them nodes. Any two nodes $x_{i}, x_{i^{\prime}}$ and $y_{j}, y_{j^{\prime}}$ with different indices are assumed to be different. Furthermore we define $\Omega=\Omega_{x} \times \Omega_{y}$, and we use $x_{0}$ and $y_{0}$ to denote the variables in order to simplify the notation.

The rank of a function $\psi: \Omega \rightarrow \mathbb{R}$ is the minimal number $r$ such that there exists a representation of the form

$$
\begin{equation*}
\psi\left(x_{0}, y_{0}\right)=\sum_{k=1}^{r} \gamma_{k}\left(x_{0}\right) \eta_{k}\left(y_{0}\right) \quad \forall\left(x_{0}, y_{0}\right) \in \Omega \tag{3}
\end{equation*}
$$

for some functions $\gamma_{k}: \Omega_{x} \rightarrow \mathbb{R}$ and $\eta_{k}: \Omega_{y} \rightarrow \mathbb{R}, k=1, \ldots, r$. Note that for such $\psi$

$$
\begin{equation*}
\operatorname{rk}\left(\psi\left(u_{i}, v_{j}\right)\right)_{i, j=1, \ldots, n}=\operatorname{rk}\left(\left(\gamma_{k}\left(u_{i}\right)\right)_{i=1, \ldots, n ; k=1, \ldots, r} \cdot\left(\eta_{k}\left(v_{j}\right)\right)_{k=1, \ldots, r ; j=1, \ldots, n}\right) \leq r \tag{4}
\end{equation*}
$$

for any values $\left(u_{i}, v_{j}\right) \in \Omega, i, j=1, \ldots, n$, since the rank of a matrix product does not exceed the ranks of its factors.

A function $\varphi$ is said to be $n$-admissible for some $n \in \mathbb{N}$, with respect to the nodes $x_{1}, \ldots, x_{n}$ and $y_{1}, \ldots, y_{n}$, if the matrix $\left(\varphi\left(x_{i}, y_{j}\right)\right)_{i, j=1, \ldots, n}$ is non-singular. By (4), any function $\varphi$ of rank $r<n$ is not $n$-admissible on $\Omega$.

For any rank-n function $\psi$, the element $\psi\left(x_{0}, y_{0}\right)$ of the matrix $\left(\psi\left(x_{i}, y_{j}\right)\right)_{i, j=0, \ldots, n}-$ and therefore the function's value at that point - is fully determined by the remaining $(n+1)^{2}-1$ elements if the associated cofactor $\operatorname{det}\left(\psi\left(x_{i}, y_{j}\right)\right)_{i, j=1, \ldots, n}$ is non-zero. This is confirmed by the cofactor expansion of the determinant (which, in view of (4), is equal to zero) with respect to the first row (or column). Consequently, any two n-admissible rank-n functions that take the same values on the tensor-product grid with nodes $x_{1}, \ldots, x_{n}$ and $y_{1}, \ldots, y_{n}$ are identical.

For an $n$-admissible function $\varphi$, we define the rank-n approximation operator with respect to the nodes $x_{1}, \ldots, x_{n}$ and $y_{1}, \ldots, y_{n}$ by

$$
\left(\mathbf{R}_{n} \varphi\right)\left(x_{0}, y_{0}\right)=\frac{-1}{\operatorname{det}\left(\varphi\left(x_{i}, y_{j}\right)\right)_{i, j=1, \ldots, n}} \operatorname{det}\left(\begin{array}{cccc}
0 & \varphi\left(x_{0}, y_{1}\right) & \cdots & \varphi\left(x_{0}, y_{n}\right)  \tag{5}\\
\varphi\left(x_{1}, y_{0}\right) & \varphi\left(x_{1}, y_{1}\right) & \cdots & \varphi\left(x_{1}, y_{n}\right) \\
\vdots & \vdots & \ddots & \vdots \\
\varphi\left(x_{n}, y_{0}\right) & \varphi\left(x_{n}, y_{1}\right) & \cdots & \varphi\left(x_{n}, y_{n}\right)
\end{array}\right)
$$

The functions generated by the rank- $n$ approximation operator have rank $n$ or less. This is confirmed by the cofactor expansion of the determinant in the numerator in Eq. (5) with respect to the top row, which produces a decomposition of the form (3) with $\gamma_{k}\left(x_{0}\right)=$ $\varphi\left(x_{0}, y_{k}\right)$, with the factors $\eta_{k}\left(y_{0}\right)$ being the associated cofactors, scaled by the constant that precedes that determinant.

The rank- $n$ approximation operator $\mathbf{R}_{n}$ performs transfinite interpolation on the associated tensor-product grid and is a projector onto the set of rank- $n$ functions, as made precise in the following theorem:

Theorem 4. If $\varphi$ is $n$-admissible with respect to the nodes $x_{1}, \ldots, x_{n}$ and $y_{1}, \ldots, y_{n}$, then

$$
\begin{equation*}
\varphi\left(x_{0}, y_{0}\right)-\left(\mathbf{R}_{n} \varphi\right)\left(x_{0}, y_{0}\right)=\frac{\operatorname{det}\left(\varphi\left(x_{i}, y_{j}\right)\right)_{i, j=0, \ldots, n}}{\operatorname{det}\left(\varphi\left(x_{i}, y_{j}\right)\right)_{i, j=1, \ldots, n}} \tag{6}
\end{equation*}
$$

In particular, $\varphi=\mathbf{R}_{n} \varphi$ if $\varphi$ has rank $n$. Moreover, $\mathbf{R}_{n} \varphi$ is the unique rank-n function that interpolates $\varphi$ on the tensor-product grid defined by the nodes, i.e., for all $\left(x_{0}, y_{0}\right) \in \Omega$

$$
\varphi\left(x_{i}, y_{0}\right)=\left(\mathbf{R}_{n} \varphi\right)\left(x_{i}, y_{0}\right) \text { and } \varphi\left(x_{0}, y_{j}\right)=\left(\mathbf{R}_{n} \varphi\right)\left(x_{0}, y_{j}\right), \quad i, j=1, \ldots n .
$$

Proof. Using the multilinearity of determinants with respect to the row vectors, we rewrite the numerator $\operatorname{det}\left(\varphi\left(x_{i}, y_{j}\right)\right)_{i, j=0, \ldots, n}$ of the right-hand side in Eq. (6) as

$$
\operatorname{det}\left(\begin{array}{cccc}
\varphi\left(x_{0}, y_{0}\right) & 0 & \cdots & 0 \\
\varphi\left(x_{1}, y_{0}\right) & \varphi\left(x_{1}, y_{1}\right) & \cdots & \varphi\left(x_{1}, y_{n}\right) \\
\vdots & \vdots & \ddots & \vdots \\
\varphi\left(x_{n}, y_{0}\right) & \varphi\left(x_{n}, y_{1}\right) & \cdots & \varphi\left(x_{n}, y_{n}\right)
\end{array}\right)+\operatorname{det}\left(\begin{array}{cccc}
0 & \varphi\left(x_{0}, y_{1}\right) & \cdots & \varphi\left(x_{0}, y_{n}\right) \\
\varphi\left(x_{1}, y_{0}\right) & \varphi\left(x_{1}, y_{1}\right) & \cdots & \varphi\left(x_{1}, y_{n}\right) \\
\vdots & \vdots & \ddots & \vdots \\
\varphi\left(x_{n}, y_{0}\right) & \varphi\left(x_{n}, y_{1}\right) & \cdots & \varphi\left(x_{n}, y_{n}\right)
\end{array}\right),
$$

thereby confirming (6) in view of (5). If $\varphi$ has rank $n$ then (4) implies that the matrix in the numerator of (6) is of rank $\leq n$. Hence its determinant vanishes for all $x_{0}, y_{0}$, and $\mathbf{R}_{n} \varphi=\varphi$. The interpolation property follows from the fact that the above determinant vanishes if $x_{0}=x_{i}$ or $y_{0}=y_{j}, i, j=1, \ldots, n$. Furthermore it allows to invoke the result about the uniqueness of rank- $n$ functions with given values on a tensor-product grid, since the property of $n$-admissibility is inherited by $\mathbf{R}_{n} \varphi$ from that of $\varphi$.

The uniqueness of interpolation by rank- $n$ functions implies that $\mathbf{R}_{n} \varphi$ is the same as the function obtained by Schneider's CA2D algorithm [15], which constructs a function iteratively by performing cross interpolation of the remainder term. It therefore comes as no surprise that the expression for the error derived in Theorem 4 is equivalent to Schneider's Remark 3.3.

## 4. Error estimates

Now we analyze the $L^{\infty}$-error of the approximation introduced in the previous section for $\varphi \in \mathcal{C}^{n, n}\left(\mathbb{R}^{2}\right)$. Throughout this section we assume that $\Omega=[0, h]^{2}$, which implies $0 \leq x_{i} \leq h$ and $0 \leq y_{j} \leq h$. The smoothness of $\varphi$, together with Lemma 3, implies the following result:

Lemma 5. If

$$
\begin{equation*}
\operatorname{det}\left(\varphi^{(i, j)}(0,0)\right)_{i, j=1, \ldots, n} \neq 0 \tag{7}
\end{equation*}
$$

then there exists $h^{*}>0$ such that $\varphi$ is $n$-admissible for any $h<h^{*}$.
From now on we will assume that $\varphi$ is $n$-admissible with respect to the nodes $x_{1}, \ldots, x_{n}$ and $y_{1}, \ldots, y_{n}$. We state the first error bound:

## Lemma 6.

$$
\begin{equation*}
\left\|\varphi-\mathbf{R}_{n} \varphi\right\|_{L^{\infty}(\Omega)} \leq h^{2 n} \sup _{\left(x_{0}, y_{0}\right) \in \Omega}\left|\frac{\operatorname{det}\left(\varphi\left[x_{0}, \ldots, x_{i}\right]\left[y_{0}, \ldots, y_{j}\right]\right)_{i, j=0, \ldots, n}}{\operatorname{det}\left(\varphi\left[x_{1}, \ldots, x_{i}\right]\left[y_{1}, \ldots, y_{j}\right]\right)_{i, j=1, \ldots, n}}\right| \tag{8}
\end{equation*}
$$

Proof. We use Theorem 4 and Lemma 1 to obtain

$$
\left\|\varphi-\mathbf{R}_{n} \varphi\right\|_{L^{\infty}(\Omega)}=\sup _{\left(x_{0}, y_{0}\right) \in \Omega}\left|\frac{\prod_{1 \leq k<\ell \leq n}\left(x_{\ell}-x_{k}\right)\left(y_{\ell}-y_{k}\right)}{\prod_{1 \leq \ell \leq n}\left(x_{\ell}-x_{k}\right)\left(y_{\ell}-y_{k}\right)}\right|\left|\frac{\operatorname{det}\left(\varphi\left[x_{0}, \ldots, x_{i}\right]\left[y_{0}, \ldots, y_{j}\right]\right)_{i, j=0, \ldots, n}}{\operatorname{det}\left(\varphi\left[x_{1}, \ldots, x_{i}\right]\left[y_{1}, \ldots, y_{j}\right]\right)_{i, j=1, \ldots, n}}\right|,
$$

and complete the proof by noting that

$$
\left|\frac{\prod_{0 \leq k<\ell \leq n}\left(x_{\ell}-x_{k}\right)\left(y_{\ell}-y_{k}\right)}{\prod_{1 \leq k<\ell \leq n}\left(x_{\ell}-x_{k}\right)\left(y_{\ell}-y_{k}\right)}\right|=\left|\prod_{\ell=1}^{n}\left(x_{\ell}-x_{0}\right)\left(y_{\ell}-y_{0}\right)\right| \leq h^{2 n}
$$

We can now state and prove the main result of the paper:
Theorem 7. If there exists a real number $\bar{h}$ such that

$$
\begin{equation*}
c_{\varphi}=\frac{\sup _{\widehat{u}_{i j}, \hat{v}_{i j} \in(0, \bar{h})}\left|\operatorname{det}\left(\varphi^{(i, j)}\left(\widehat{u}_{i j}, \widehat{v}_{i j}\right)\right)_{i, j=0, \ldots, n}\right|}{\inf _{\breve{u}_{i j}, \check{v}_{i j} \in(0, \bar{h})}\left|\operatorname{det}\left(\varphi^{(i, j)}\left(\breve{u}_{i j}, \check{v}_{i j}\right)\right)_{i, j=1, \ldots, n}\right|}<\infty \tag{9}
\end{equation*}
$$

then for any $h \in(0, \bar{h})$

$$
\begin{equation*}
\left\|\varphi-\mathbf{R}_{n} \varphi\right\|_{L^{\infty}(\Omega)} \leq c_{\varphi} \frac{h^{2 n}}{(n!)^{2}} \tag{10}
\end{equation*}
$$

Proof. Consider a particular point $\left(x_{0}, y_{0}\right) \in \Omega$. We combine Lemma 2 for suitably chosen points $\left(\widehat{x}_{i j}, \widehat{y}_{i j}\right) \in \Omega$ and $\left(\breve{x}_{i j}, \breve{y}_{i j}\right) \in \Omega$ with assumption (9) and obtain

$$
\left|\frac{\operatorname{det}\left(\varphi\left[x_{0}, \ldots, x_{i}\right]\left[y_{0}, \ldots, y_{j}\right]\right)_{i, j=0, \ldots, n}}{\operatorname{det}\left(\varphi\left[x_{1}, \ldots, x_{i}\right]\left[y_{1}, \ldots, y_{j}\right]\right)_{i, j=1, \ldots, n}}\right|=\frac{1}{(n!)^{2}}\left|\frac{\operatorname{det}\left(\varphi^{(i, j)}\left(\widehat{x}_{i j}, \widehat{y}_{i j}\right)\right)_{i, j=0, \ldots, n}}{\operatorname{det}\left(\varphi^{(i, j)}\left(\breve{x}_{i j}, \breve{y}_{i j}\right)\right)_{i, j=1, \ldots, n}}\right| \leq \frac{c_{\varphi}}{(n!)^{2}}
$$

This completes the proof of (10) according to Lemma 6, since the above inequality is fulfilled for any point $\left(x_{0}, y_{0}\right) \in \Omega$.

Note that assumption (7) of Lemma 5, which guarantees the $n$-admissibility of $\varphi$ for domains of size $h<h^{*}$, also ensures the existence of $c_{\varphi}<\infty$ for $h<\bar{h}$. Thus, the two assumptions of Theorem 7 are valid if (7) is satisfied.

We briefly compare the error bound to existing results:

- It is proved [6, Theorem 2] that transfinite interpolation with blending functions also gives an approximation error of order $h^{2 n}$.
- Schneider [15, Proposition 2.3] derives an error estimate for $h=1$, i.e., for functions defined on $\Omega=[0,1]^{2}$, which is valid for a particular choice of the nodes ('partial pivoting'). We apply
his result to the function $\widetilde{\varphi}\left(\widetilde{x}_{0}, \widetilde{y}_{0}\right)=\varphi\left(h \widetilde{x}_{0}, h \widetilde{y}_{0}\right)$ and to the low-rank interpolation operator $\widetilde{\mathbf{R}}_{n}$ with respect to the nodes $\widetilde{x}_{i}=x_{i} / h$ and $\widetilde{y}_{i}=y_{i} / h$ and obtain the inequality

$$
\begin{gathered}
\left|\left(\varphi-\mathbf{R}_{n} \varphi\right)\left(x_{0}, y_{0}\right)\right|=\left|\left(\widetilde{\varphi}-\widetilde{\mathbf{R}}_{n} \widetilde{\varphi}\right)\left(\frac{x_{0}}{h}, \frac{y_{0}}{h}\right)\right| \leq \frac{2^{n}}{n!} \prod_{i=1}^{n}\left|\frac{x_{0}}{h}-\widetilde{x}_{i}\right| \sup _{\widetilde{u} \in[0,1]}\left|\widetilde{\varphi}^{(n, 0)}\left(\widetilde{u}, \frac{y_{0}}{h}\right)\right| \\
\quad=\frac{2^{n}}{h^{n} n!} \prod_{i=1}^{n}\left|x_{0}-x_{i}\right| \sup _{u \in[0, h]} h^{n}\left|\varphi^{(n, 0)}\left(u, y_{0}\right)\right| \leq \frac{2^{n}}{n!} h^{n} \sup _{u, v \in[0, h]}\left|\varphi^{(n, 0)}(u, v)\right|
\end{gathered}
$$

for all $x_{0}, y_{0} \in[0, h]$. Consequently, Schneider's result implies approximation order $h^{n}$, which is, however, not optimal. This may be caused by the asymmetry with respect to the order of the two variables. However, it should be noted that the error bounds are not directly comparable since Schneider's result applies to a larger class of functions.

## 5. Closure

We studied transfinite interpolation by bivariate functions of low rank and investigated its uniqueness and approximation power. Future work might address the generalization to the multivariate case (see [1] for cross interpolation of multivariate functions), although the underlying tensor rank is much harder to characterize than matrix rank.
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