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Abstract

Least-squares fitting by tensor-product spline surfaces is a classical method for approximating unstructured data, which is widely used
in industry. However, assembling the system of equations via the straightforward approach can be quite time—consuming. In this
paper, we propose to accelerate this process by employing the technique of sum factorization, which is frequently used in the context
of isogeometric analysis.

Our approach consists of two steps. First, we introduce a regular grid onto which the parameters of the data are projected. Con-
sequently, the expressions of the matrix entries take a form that admits the use of sum factorization, which is then employed in the
second step. We provide a detailed complexity analysis and quantify the expected relative assembly costs. Several examples, including
an example involving industrial data, demonstrate how the choice of the grid influences speed and precision, and confirm the expected

time savings of the proposed method.

Keywords: least-squares fitting; scattered data approximation; matrix formation; sum factorization; tensor-product splines;

computational cost.

1. Introduction

The task of creating mathematical representations of free-form
surfaces from scattered data is an important and therefore well-
studied problem, which is particularly challenging and useful in
industrial applications. It has attracted the attention from nu-
merous researchers over the years. The fundamentals of /east-
squares approximation by tensor-product spline surfaces are de-
scribed in the classical textbook of Hoschek and Lasser [1]. We
briefly list some of the contributions to this topic.

In order to make this process more efficient, Cheng and Gosh-
tasby proposed to split the problem into several curve fitting
problems, see [2], thereby exploiting the tensor-product struc-
ture. Even though this reduces the computational effort, it is ap-
plicable only if the parameter values of the data form a regular
grid, which is usually not the case for industrial data. Other ex-
tensions of the original framework make use of adaptive spline
refinement, which has been pioneered by Forsey and Bartels
[3]. Various advanced techniques for least-squares surface fitting
were summarized by Weiss et al. [4].

Krishnamurthy and Levoy [5] described a method for convert-
ing dense polygon meshes into tensor-product surfaces plus as-
sociated displacement maps, in order to facilitate animation and
rendering. Simultaneously, Eck et al. [6] showed how to deal
with data of arbitrary topology, approximating them by a collec-
tion of tensor-product B-spline patches. Greiner and Hormann
[7] also discussed surface reconstruction in the context of scat-
tered data fitting, focusing on techniques for representing details
via hierarchical spline refinement, and for improving the fair-
ness of the surface. Various techniques for geometry reconstruc-
tion from scattered data — a process which is sometimes called
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“reverse engineering” — are described in the survey article by
Viérady and Martin [8].

The parameterization of the data is a critical task in the context
of data fitting. Floater [9] (see also [10]) established powerful
and easy-to-use methods to assign parameter values to unstruc-
tured sets of data, which are suitable for surface approximation
and widely used in practice. Methods for optimizing the param-
eterization have attracted the attention of numerous researchers,
see e.g. [11-13].

Further topics that have been discussed include constructions
for convex surfaces [14], lofted B-spline surfaces [15], and fitting
with adaptive refinement via truncated hierarchical B-splines [16,
17]. Recent contributions address extensions to T-spline surfaces
[18-20] and surface fitting via the method of progressive iterative
approximation [21, 22], which is closely related to the gradient
descent method as noted in [23].

In order to improve the efficiency of methods for surface
reconstruction from scattered data, we propose to combine
the mathematical technology of least-squares approximation by
tensor-product spline surfaces with the use of sum factorization
for fast matrix formation. This technique was originally pro-
posed for assembling the matrices that arise when performing
numerical simulation via spectral methods [24]. More recently,
it has been successfully applied in the context of isogeometric
Galerkin discretizations [25-31].

The initial paper [25] performed the assembly process in an
element-wise way. Later, Bressan and Takacs [27] improved this
work by introducing a global variant of sum factorization, which
dramatically reduces the computational cost.

An efficient assembling approach was proposed in [26] by use
of weighted quadrature and sum factorization techniques. The
application of this method to isogeometric linear elasticity [28]
was also explored. However, this approach achieves its efficiency
by sacrificing the symmetry of the resulting matrices.

In order to address this issue, Pan and Jiittler [29] introduced a
fast matrix assembly algorithm based on the interpolation, look-



up and sum factorization techniques. This algorithm is competi-
tive with the previous method [26] in terms of the computational
cost, while preserving the symmetry of the system matrices.

More recently, the use of sum factorization has been further
extended to the case of bivariate hierarchical B-splines [30] and
later even to hierarchical B-splines in any dimension [31].

Since matrix formation requires a substantial part of the over-
all computation time of scattered data approximation by tensor-
product spline surfaces, we propose to extend the applicability
of sum factorization to least-squares fitting with tensor-product
spline surfaces. The application of sum factorization is not
straightforward in this context, since we initially do not have
the required structure of nested sums in the equations govern-
ing the matrix elements appearing in the linear system for the
least-squares approximation problem. Therefore, we first need to
project the parameters of the data onto a regular grid to achieve
this type of formulation, and are consequently able to perform
sum factorization. This novel approach has the potential of sig-
nificantly reducing the computational effort of the matrix assem-
bly and therefore the total cost of the least-squares approxima-
tion.

The paper is structured as follows: We start with introducing
the standard least-squares fitting and derive the equivalent lin-
ear system of equations. The straightforward matrix assembly
method is presented and its costs are analyzed. Section 3 shows
how to transform the linear system into a form that is suitable for
the use of sum factorization, by projecting the parameters of the
data onto a regular grid. After applying sum factorization, the al-
gorithm of the resulting fast matrix assembly is presented. This is
followed by a detailed analysis of the computational complexity.
Based on this analysis we estimate the relative assembly costs of
our method compared to the standard method. Section 4 presents
several examples that demonstrate the influence of the grid pro-
jection on the precision and speed for several grid choices. Fur-
thermore we compare the convergence rate of the new method
to the standard method for data without and with noise. We also
use an example from industry to underline the efficiency and use-
fulness of the new method. Finally we conclude the paper and
discuss future work.

2. Preliminaries

We consider two bases {§;(w)}”, and {yj(v)};le of univariate
B-splines of degree d on the interval [0, 1]. We use these spline
bases to define the tensor-product spline surface

s(u,v) = i Zn: b;iB:(u)y;(v)

i=1 j=1

of degree (d, d) with control points b;; € R3. These control points
(which are represented by row vectors) are collected in a matrix
b of dimension mn x 3. The second index corresponds to the xyz
coordinates, while the first one is used for enumerating of control
points, which is done lexicographically with respect to (i, j).

The problem we are interested in can be stated as follows:
Given the point data {f}}' | in R?, our task is to find the asso-
ciated parameters {(ug, v)}y_, in [0, 1]* and the control points b
such that the least-squares sum

N
D Ui vi) = £l + R(b) ()
k=1

is minimized, where R(b) might be an additional regularization
term. The established method for this task proceeds in two steps:

o First, we assign the parameter values (i, vy) € [0, 1% to
the given data f;, k = 1,..., N. This can be done by using
the Floater’s parameterization method, which is well estab-
lished in the literature [9].

e Second, the control points b are obtained by minimizing the
least-squares sum (1), which leads to the linear system

Mb=r 2)

with a sparse and banded matrix M of size mn X mn and
right-hand-side matrix r of size mn x 3.

The elements of M take the form
N
M jir = ) By B (u)y (v, 3)
k=1

if no regularization is used. The mn row vectors of the right-hand
side can be written as

N
TG, = Zﬁi(“k)')’j(vk)fk~ 4)
=1

The linear equations (2) can be solved with the help of direct or
iterative solvers.

We are interested in algorithms that generate the elements of
the system matrix M. The standard approach to compute the ma-
trix elements appearing in (3) and (4) proceeds by looping over
all the data points, and then evaluating the nonzero basis func-
tions at each point. The resulting procedure, which we call the
standard algorithm for matrix assembly for least-squares fitting,
is summarized in the following algorithm:

Standard algorithm for matrix assembly

fori=1tomdo
for j=1tondo

for i’ = 1tomdo
for j/ = 1tondo
M jyir,jy =0 > initialization

for k =1to N do
Evaluate the d + 1 active basis functions 3 at the point uy
Evaluate the d + 1 active basis functions - at the point vy
for i € B(uy) do
Ky = Bi(ux)
for j € G(vr) do
K> = Kyyj(vi)
for i’ € B(uy) do
K3 = Koy (uk)
for j/ € G(vi) do
‘ M j.jy+ = K3y ()

The index sets B(uy) and G(v;) are defined by

B(u) = {{'|By () # 0} and G(vi) = {j'lyy (vi) # O},

> Bi(ug) # 0

>yi(v) #0

> summation

respectively, where we note that the sizes of the index sets satisfy
Bup)l <d+1and |Gv)l <d+1.
In fact, they are equal to d + 1 unless u; or v, is a knot.
Proposition 1. The standard algorithm takes
N(d + 1)*2d* + 5d + 4) Q)

floating point operations (flops), and additionally 2N(d + 1) eval-
uations of univariate B-splines to assemble the matrix M.



Proof. The evaluation of the matrix elements proceeds by loop-
ing over all the parameters {u, v}y :

1. For each parameter, we perform 2(d + 1) evaluations of uni-
variate B-splines and visit (d + 1)? index pairs (i1, ji)-

2. For each pair (i1, j;), the calculation of K requires one flop,
and d + 1 instances of the index i’ are visited.

3. For each ', the evaluation of K3 needs one flop, and d + 1
instances of the index j’ are visited.

4. Finally we compute the element M j 7 for each j'. It
needs 2 flops per loop.

Summing up, assembling the matrix M via the above standard
procedure needs

Nd+1D*A+d+ DA+ +1)2) =N+ 1)*Qd*> +5d + 4)

flops and
2Nd+1)

evaluations of univariate B-splines. O

Here we only discuss the matrix M, since the right-hand-side
one can be dealt with analogously. We note that the cost of as-
sembling the matrices M and r via the standard algorithm con-
stitutes a significant portion of the overall computational effort.
Therefore, we focus on deriving a faster method for the assembly
process.

3. Fast matrix assembly

In order to improve the computational efficiency, we apply the
sum factorization technique to the process of matrix assembly.
In order to enable this approach, we introduce auxiliary gridded
parameters and replace the original ones by a suitable subset of
those. On the one hand, this allows us to accelerate the matrix
assembly, since we may systematically re-use some of the com-
puted quantities. On the other hand, this may compromise the
quality of the fitting result, since we modify the parameterization
of the data.

This section describes the approach in more detail and focuses
on the first aspect. The second effect will be analyzed in the
subsequent section, based on numerical experiments.

3.1. The algorithm

In order to enable the sum factorization, we introduce the grid-
ded parameters

A

({tp, V), p=1,....m, qg=1,...,4,
which form a grid of size /1 X 71. Each data parameter (i, v¢) has
the associated gridded parameter

({tps V), k=1,...,N,
which is its nearest point among all the gridded parameters.
Thus, the index pair

(P> qx)

identifies the grid point, which is associated to the data point with
index k.

Let u,, be the number count (multiplicity) of data points that
are associated with the given grid point (&i,, ¥,). We rewrite the
matrix elements M(; j ) as

N
M i iy = My = ) Bilin )y i(0q)Bi iy, )y (3g,)
k=1

nooR
=1 g=1

HpaBility)y j(Vg)Bi (i)Y j (V).

Note that u,, is zero if no data points are assigned to the grid
parameter (ii,, D).

When applied in assembling the matrices arising from iso-
geometric discretizations, the technique of sum factorization
achieves its efficiency by exploiting the tensor-product structure
of multivariate B-splines. Using this approach in our case, the
matrix elements M(; Jj@,j take the form

M jioy = ) Blip)Be(iy) Y ppgv i)y (), (6)
p=1 g=1

=Hjjp

where we introduce the auxiliary tensor H = (H ;) of order 3.

All the elements M;, J@,jy in (6) are calculated in a recursive
way: The first stage of the recursion evaluates and stores all the
nonzero elements of the tensor H, which are used for computing
M jyi j in the second stage. The detailed description of the new
assembly algorithm is summarized in the following algorithm,
which consists of two parts.

The first one generates the auxiliary tensor H = (H;j,):

Fast algorithm for matrix assembly - part 1

Create the tensor H and initialize its elements by zero
for k =1to N do
Evaluate the d + 1 active (i.e., nonzero) basis functions y ;- at v,
for j € G(V,,) do >yi(bg) #0
for j' € G(v,,) do >y () #0
| Hjpp +=7i0q075 (0g) > summation

The second part performs the evaluation of the matrix ele-
ments:

Fast algorithm for matrix assembly — part 2

fori=1tomdo
for j=1tondo

for i/ € B(i) do > supp(BiBir) £ 0
for j’ € G(j) do > supp(y;yj) # 0
M .y =0 > initialization

for p = 1tomdo
Evaluate the d + 1 active basis functions §;» at the point it,,
for j=1tondo
for j/ € G(j) do
if Hj;7,, > 0 then

> supp(y,yj) # 0

for i € B(i1,) do > Bi(iip) # 0
K :ﬁi(f‘ﬁ)Hjj’p
for i’ € B(i1,) do > B (itp) # 0

> summation

‘ M jyi ) +=Br (a,)K

The index sets B(it,) and G(V,,) are defined as before. The new
index sets B(i) and G(j) are given by

B(i) = {i'| supp BBy # 0} and G(j) = {/'|suppy,y; # 0},

respectively.
bounded by

We note that the sizes of these index sets are

B@)| <2d+ 1, |G(j)| <2d + 1.



3.2. Complexity analysis

The proposed approach for least-squares fitting consists of two
steps: projecting each data parameter to the associated gridded
parameter and assembling the matrices via sum factorization.

The cost of the first step is negligible compared to the overall
complexity of the new method. The second step of the proposed
approach assembles the elements of the matrices and consists of
the two parts as described above.

The first part, which computes the auxiliary tensor H, calcu-
lates at most N(d + 1)* nonzero elements H;; ,, by summing over
N(d + 1)? index triplets (k, j, j/) and needs 2 flops per term. This
amounts to

2N(d + 1)?

flops. In addition, it requires
(d + 1) min(N, 1)

evaluations of univariate B-splines.

The second part, which computes the matrix elements
M jy.7)» proceeds by iterating over the nonzero elements H;,
and the index pairs (i, i"), requiring two flops per term. It also
generates the intermediate elements K used for subsequent eval-
uations, which needs d+1 flops per nonzero element H;,. More-
over, this loop also performs

(d + 1) min(N, rin)

evaluations of univariate B-splines.

In order to estimate the cost of the second part, we need an
estimate of how many nonzero elements H;, exist. In order to
derive this estimate, we make the following assumption:

We assume that the parameters of the data are random
variables with values in [0, 112, which are uniformly
distributed.

Moreover, we restrict the analysis to the case of uniform knot
vectors with single knots.
We consider the probability

&j-j1 = P(Hjjp =0),

and note that it is independent of p and depends solely on the
absolute value of the index difference j — j’, if one does not take
the effects of the patch boundary into account (as we shall do
from now on).

Next, we note that H;7, = 0 exactly if

Z:“pqyj(f’q)yj’(f’q) =0,
gq=1

i.e., exactly if the overlapping domain of the supports of y; and
vj in row p do not contain any gridded data. The overlap has
length max(dJ'—rlL‘[,O) without taking boundary effects into ac-
count. Consequently, we evaluate &; as

(o (1-4=0)" iro<r<d, -
T lrifesd,

which is the probability for a random distribution of N data points
not to possess any instance in a box of width max(%’, 0) and

height % (that corresponds to the considered row p of the grid).

We use these results to evaluate the expected costs of the sec-
ond loop in part 2 of the fast matrix assembly and arrive at

(D) D a-gim)d+Da+2d+1)  ®
p=1 771 J€6()

flops.

In order to analyze the effect of the random distribution of the
parameter values, we introduce the auxiliary quantity &,y via the
identity

Ca s imen =33 Y iy

p=1 j=1 jeG(j)

®

()

This quantity &,y describes the expected share of the cases where
the condition of the “if” statement in the algorithm is not satis-
fied. Indeed, we consider

2d + 1)mn

terms (ignoring boundary effects) in the sums that correspond to
the loops of the algorithm.
Note that the summands &, in (%) in Eq. (9) are independent
of the summation indices p, j, j. We count the number of these
ifl1<f<d

summands,
2mn
mn if€=0,

and this allows us to arrive at the formula

1 d
bug = 570+ 2;&). (10)

Finally we use this result to rewrite (8) with the help of (9). This
confirms that the expected computational costs of part 2 amount
to

(2d + Din(1 = &qg)(d + D(1 +2(d + 1))

flops and
(d + 1) min(N, 1)

evaluations of univariate B-splines. Summing up, if we do not
consider effects caused by the patch boundaries, we obtain the
following result:

Proposition 2. The fast algorithm for matrix assembly is ex-
pected to take

AN+ 1> + (1 - Eave)d + 1)(2d + 1)(2d + 3)inn an
flops, where &, is given by Eq. (10), and
(d + 1)(min(N, 1) + min(N, 1))
evaluations of univariate B-splines to generate the matrix M.
For instance, the expected number of flops evaluates to
32N +252(1 = &yve)iin
with
(mn—-4N + 2(n-3)N + 2(mn-2)N + 2(n—1)Y
T(mn)N

for bicubic spline surfaces (d = 3).

gavg =



3.3. Expected relative assembly costs as N — oo

In order to analyze the behaviour of the quantity &,y and to
quantify the expected relative assembly costs of the fast matrix
assembly procedure with respect to the standard approach we
shall consider the limit N — oo. Moreover, we introduce the
three quantities A, § and o, which are defined by

mn N 0

A= N,é—ﬁm, and Q—A

respectively. The first and the second one quantify the number of

control points per data point and the number of data points per

grid point, respectively. These two quantities are expected to be

significantly smaller than 1. The third quantity o is the double
ratio of the two ratios.

Well-known identities can be invoked to confirm

N
C\N C _c¥
lim(l—A—) =lim|]l - — :gc;:e*C\@’

N—eo mn

N—co \/g VNA

which gives

1
2d + 1

d
E(d, @) = im &, = (@ DV +2 3 V) (12)
—00 =

We use this observation to quantify the expected value of the rel-
ative assembly costs (which is obtained as the ratio of the num-
bers of required flops of the two algorithms) for large data sets.
Here we do not take the number of B-spline evaluations into ac-
count, since the total effort is dominated by the number of flops.
Moreover, the fast method needs at most the same number of
evaluations as the standard approach.

Theorem 3. The expected value Y of the relative assembly costs
of the fast matrix assembly with respect to the standard method
takes the value

1 -E2(d,0)

2d+ 1)+ Q2d + 1)(2d + 3)

Y(d,0) = (13)

d+1)Qd*+5d+4) ’

as N — oo, where E(d, 0) is defined in (12). We note that this
quantity depends solely on the degree d and the double ratio o.

Proof. We use (5) and (11) from Proposition 1 and Proposition 2
to evaluate the quotient of the numbers of required flops, and we
simplify it with the help of the quantities A, ¢ and p. O

As an example, we evaluate the expected value of the relative
assembly costs of the cubic splines (d = 3) and get

3
2 1 1
—+(1——[e_4\@+2 § e—k\@]]_ﬁ.
37 7 — Vo 148

We list a few values of this quantity:

o 0.25 0.5 1.0 3.0 9.0
Y  59.77% 5037% 41.14% 28.48%  19.38%

Table 1: Expected relative assembly costs for d = 3 and different values of o

3.4. The case of sparsely populated grids

In this situation, the number of grid points is very large com-
pared to the number of data points. This can be seen as using the
original parameterization of the data points, where the quality of
the fitting result is not affected by the process of matrix assembly.
Indeed, the use of floating point numbers automatically imposes
a grid, although a very fine one. The scenario corresponds to the
limit

0—0.

We use de I’Hopital’s rule to confirm the identity

. 1-E(d,0) _(d+1)
lim =
0—0 \/E 2d + 1

and use it to evaluate the limit of the expected relative assembly
costs as .

.
2d? +5d + 4

While it is slightly larger than 1 — which means that the fast
method is slower than the standard one in the worst case — the
costs of both approaches are virtually identical in this scenario.
Considering low degrees d = 2, 3, 4, this ratio is equal to

lim ¥(d, o) = 1
0—0

é ﬁ and 5—7
22> 37’ 56°

respectively. We conclude that the use of the fast assembly algo-
rithm does not incur significant additional costs even in the limit
case of sparsely populated grids.

4. Numerical results

We present six examples, which support the theoretical find-
ings regarding the computational complexity and demonstrate
the influence of the gridding on the quality of the resulting sur-
face.

4.1. Accuracy of Exe, Z and ¥

In the first example, we compare the estimates for &,y and 2
(see Equations (10) and (12)) with the actual share of the cases
where the condition of the “if”” statement in the algorithm is not
satisfied. We consider four sets of randomly generated parameter
values (which are uniformly distributed in [O, 11%) of different
sizes N and various values of degrees of freedom and of the grid
size, all for cubic splines (d = 3). For simplicity, we choose
symmetric grids, m = n and 7z = 7.

Table 2 reports the observed share of the cases and compares
it with the predicted share &,, and the expected limit Z of that
share for N — oo. We see that the estimates are fairly accurate.
(The values of &, and Z are actually different, but they share
the first digits.) As expected, the deviation is larger for smaller
instances of data sets, since the estimates do not take boundary
effects into account.

A o N 0 ‘ Eavg = actual share
0.01 0.0625 122,500 6.25 | 2.55¢-2  2.55e-2 2.23e-2
0.01 0.0625 4,900 6.25 | 2.55¢-2  2.55e-2 4.92¢-3
0.01 0.01 122,500 1.0 1.6le-1 1.61le-1 1.50e-1
0.01 0.01 36, 100 1.0 1.6le-1  1.6le—1 1.42¢-1

0.0361  0.128 10,000  3.53 | 5.13e-2  5.14e-2 4.60e-2
0.01 0.0025 122,500 025 | 3.6le-1 3.6le-1 3.48e-1

Table 2: First example — estimates for &,y and = and actual share of cases



In the second example, we consider a single data set with
N = 122,500 and A = 0.01 (i.e., m = n = 35) for various values
of the grid size i1 = 71, again for d = 3. We compare the actual
and the estimated relative assembly costs, based on the number of
flops needed to assemble the matrix, including evaluations of the
basis functions. The differences between the observed numbers
and the estimates are due to boundary effects and also caused
by the cost of the evaluations, which are not considered for ‘P.
The results, which are reported in Table 3, indicate a good agree-
ment between the theoretically predicted and the experimentally
observed numbers.

relative assembly costs

0 b d experimentally observed
1.0 41.1% 35.8%

278 29.2% 25.4%

6.25 22.0% 19.1%

Table 3: Second example — expected and numerically observed relative assembly
costs for different values of the double ratio o.

4.2. The trade-off between accuracy and computational costs

Clearly, one expects to see a trade-off between accuracy and
computational costs, as the use of large grids eliminates the com-
putational advantage of the fast assembly algorithm, while large
values of ¢ will compromise the quality of the fitting result. This
effect is demonstrated in the third example.

We consider N = 40,000 points, which are randomly sam-
pled (i.e., using random variables with a uniform distribution in
[0, 11%) from the graph surface of the function

f(u,v) = % sin(47tu) sin(4nv) ,

and approximate them using a bicubic spline surface with
nxm=20x20

control points, i.e., we get A = 0.01. Table 4 reports the mean
square error and the relative assembly costs (both with respect to
the number of flops and the actual computation times) for various
values of the grid size.

We use the mean square error (“MSE/def”) defined by

N
1
MSE/def = — > lIsCue. vi) = filF*
k=1

whereas the mean square error with use of parameter correction
(“MSE/pc”) is defined as

N

min _[Is(u, v) — £ ]|,

1
MSE/pc = —
N = wv)el0.1p

First, the use of parameter correction (“pc”) significantly de-
creases the measured error, compared to the default (“def”) way
of evaluating the MSE. In particular, this difference is significant
when using the fast method with coarser grids.

Second, the expected trade-off between computational effort
and accuracy is clearly present and visualized in Fig. 1, left. The
choice of d possesses an impact both on the error and on the costs
of our method. In the considered setting, choosing a value in the
interval

¢ €10.00391,0.0625]

seems to be reasonable as it decreases the computational costs
significantly without too much impact on the approximation
quality of the result.

We carry out the same experiment for degree d = 5 and again
observe the mean square error and the relative assembly costs.
The results are listed in Table 5 and depicted graphically in Fig. 1,
right. As expected, the behaviour is similar to d = 3 but the
overall error is smaller. Taking values in the interval

¢ € [0.000977,0.00391]

offers a good compromise between noticeable speedup and error
comparable to that of the standard method.

m=n 200 400 800 1600 3200 6400  standard

o 1 025 6.25¢-2 1.56e-2 391e-3 9.77e—4 0
MSE/def 4.7e—4 23e-4 12e-4 12¢—4 3.le-5 1.6e-5 3.0e-6
MSE/pc  9.8¢=5 4.6e-5 24e-5 12¢-5 62e—6 3.4e-6 12e-6
flops  4.88% 7.36% 12.24% 21.13% 3527% 53.10% 100%
time 2.59% 3.85% 6.78% 12.75% 20.93% 31.97% 100%

it 200 400 800 1600 3200 6400

= standard
5 1 0.25

6.25¢—2 1.56e-2 391e-3 9.77e—4 0
MSE/def 4.8e—4 2.4e—4 14e—4 9.9¢e-5 8.6e-5 8.le=5 7.9e-5
MSE/pc  9.5¢-5 5.5¢-5 4.le-5 3.6e-5 3.4e-5 3.4e-5 3.4e-5
flops  8.34% 11.86% 18.66% 30.31% 46.48% 63.37% 100%
time 385% 6.03% 10.00% 17.48% 28.25% 38.01% 100%

Table 4: Third example — mean square error (MSE) and share of the computa-
tional costs for various values of  and d = 3.

Two observations are in order:

Table 5: Third example — mean square error (MSE) and share of the computa-
tional costs for various values of § and d = 5.

4.3. Rate of convergence

We consider again the graph surface of the previous exam-
ple and use it to investigate the influence of the grid on the rate
of convergence in the fourth example. More precisely, we ran-
domly sample data from the surface, which is then approximated
by dyadically refined bicubic spline surfaces, where the number
m X n of control points varies between 5 X 5 and 131 x 131.

The number N of sample points is chosen such that the number
of control points per data point evaluates to A = 0.01. We con-
sider different grid sizes, which correspond to the four different
values

01 =0.0625, 6, = 0.0278, 63 = 0.01 and 64 = 0.0025

of 6. The experimentally observed relative assembly costs are
roughly equal to 20%, 25%, 33% and 50%, respectively; we note
that in this example the assembly took more than 85% of the
total approximation time when using the standard method. The
plot in Fig. 3 depicts the impact of the choice of § on the rate
of convergence, which is equal to #* when using the standard
assembly algorithm, where /& denotes the mesh size. We note
that the fast assembly method slows the rate of convergence for
spline surfaces with many control points. This effect sets in later
for smaller values of 6, which, however, increase the relative as-
sembly costs. We conjecture that the rate of convergence tends to
the same limit (approximately /?) for any choice of 6 as & — 0.
We show the fitting result of the last configuration (h = 277)
for the standard assembly method and for the fast assembly
method with respect to d; in Fig. 2. Since the difference be-
tween these results is visible only after significant zooming (cf.
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Top right: Standard assembly.
one would normally decimate (and possibly

we present an example from industry, where we ap-
Fig. 5 visualizes the results obtained by fitting a bicubic spline

surface' with 50 x 200 control points and uniform knot vectors to
'"We use a non-periodic spline surface even though the data were scanned

from a periodic surface, hence we get a non-watertight result.

Finally,
proximate a scan of a turbine airfoil consisting of 301

smoothen) the data, in order to arrive at a point cloud with fewer
vertices. However, the use of the fast assembly method allows us

to deal with the full data set directly.
this point cloud, obtained with the standard method (left) and via

fast matrix assembly (right) with /2 = 1000 and 72 = 4000. Note
we choose now different values of these two parameters. There

Due to (among other causes) the high computational costs of the
that the surface has a rectangular (i.e., non-square) shape, hence
are no visible differences between the two surfaces, which indi-
cates that a (well chosen) grid projection has no negative effect
on the quality of the resulting surface.

This is an unusually large number of data for a part of this size.
standard method,

4.5. Industrial example

0.0625
le-5,

— with relative assembly costs of approximately 20% — but this

time we add randomly generated noise to the data. More pre-

277, Left and bottom right: Fast assembly with 6.

, however,

the fast assembly algorithm needs more control points to achieve

the same accuracy of the fitting result.

2e—06, 1)

4.

=2.5e
Fig. 4 shows the impact of the noise on the mean square er-

ror, both for fast (solid lines) and standard (dashed lines) assem-

Figure 2: Fourth example — fitting results for &
bly. We observe that the difference of the error is negligible if

The fifth example is devoted to the impact of noise in the data,
5e-5, and ry

which is always present in applications. We repeat the computa-

Fig. 2, right), we show the entire surface only for the fast method

in Fig. 2, left. We note that the oscillations of the control net

(black lines) induced by the grid projection are barely visible.
cisely, the data points are perturbed by random vectors, which

tions of the previous example for the largest instance ¢
the noise level is high, while the computational costs of the fast
method are significantly lower. For a lower noise level

are uniformly distributed in balls of radii r

4.4. Influence of noise in the data

r3



100 T T T T T
&) —o—

] S s
53 —o— T

102 L &4 e 4

standart‘i1 - -

h4 ——

108 b

MSE

108 ¢ " 4

10° L L L 1 1
27 26 25 o4 23 22 21

mesh size h

Figure 3: Fourth example — rate of convergence for different values of 8.

100

T T
r1=2e-6 fast —e—
r1=2e-6 standard - -x- -
r,=1e-5 fast
r,=1e-5 standard
r3=5e-5 fast —e—
102 L r3=5e-5 standard - -x- -
r4=2.5e-4 fast —e—
r4=2.5e-4 standard - %- -

107

03
108 | E
=

10 F hd E

105 b / J

- ’
106 === - x-""" | | I L
27 26 25 24 23 22 21

mesh size h

Figure 4: Fifth example — rate of convergence for data with noise.

We investigate the influence of the choice of the grid on the
quality and precision of the resulting surface and the computa-
tional costs in more detail. Table 6 lists the results for three grid
configurations and for the standard method. While the errors are
comparable, both in terms of the maximum error and the per-
centage of points that fulfill the tolerance (10~ m), we note that
the computational costs of the fast assembly method are much
lower. The experimentally observed numbers of flops are even
smaller than the estimate ¥ (note that, unlike in Theorem 3, we
have m # n and m # 7). The measured values of the assembly
time confirm these observations. Even the finest grid provides a
computational advantage, as in this configuration the assembly
step takes around 70% of the total fitting time when using the
standard method. 2

Fig. 6 shows the control nets for three grid configurations in
a region corresponding to the top left part of Fig. 5, and com-
pares them to the results obtained by the standard method. The
reflection lines of the corresponding region are shown for each
grid configuration and the standard method in Fig. 7. We can
see that the standard method and the finest of the three projection
grids (which are the two settings shown in Fig. 5) yield simi-
lar mesh quality. While the remaining two configurations give
surfaces that satisfy the fitting requirements with respect to the
maximum error and the percentage of points fulfilling the toler-

2Note however, that for a fixed number of data points A-refinement leads to
a bigger linear system while the assembly costs remains more or less the same;
consequently, the cost of solving the system dominates as 7 — 0.

ance, the oscillating control nets indicate that a wrong choice of
m and 7 may have a negative impact on the surface quality. This
can be observed in the reflection lines as well, where the oscilla-
tions from the control net clearly show on the upper edge of the
surface in the coarsest setting (Fig. 7 (d)) and are already notica-
ble for the grid size in the middle (Fig. 7 (c)). Note that we did
not use any regularization or smoothing terms in this example.

5. Conclusion

Least-squares fitting by tensor-product spline surfaces is a
classical approach for approximating unstructured data and is
widely used in industry. However, assembling the system
of equations via the straightforward approach can be time-
consuming. In this paper, we proposed to accelerate this process
by employing the technique of sum factorization, which is al-
ready a well-established tool in the context of isogeometric anal-
ysis. We showed that it is possible to obtain significant gains
concerning the computation time. However, we also identified
two limitations of the method:

First, the fast assembly method may lead to a reduction of fit-
ting accuracy. In particular, this is true when using coarse grids
in the case of highly accurate data. For very precise data, we
recommend to employ either the standard assembly algorithm
or fine grids, which do not lead to computational disadvantages,
as noted in Section 3.3. Nevertheless, the full potential of the
method should definitely be exploited in the case of data with a
significant level of noise.

Second, the fast assembly algorithm may entail a deterioration
of the control mesh quality. Further investigations are needed to
understand this phenomenon, and how it can be addressed by in-
voking additional regularization or fairing terms (which are well
known to admit efficient assembly algorithms). However, it is
clear that a reasonably fine grid size has to be selected in appli-
cations.

Finally, we note that the generalization to adaptive spline re-
finement, e.g., via hierarchical B-splines, is of vital interest and
deserves to be studied in more detail.
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